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The reaction kinetics as well as the solvation dynamics of the photoinduced electron-transfer (ET) reaction
from the electron-donating solvents dimethylaniline (DMA) and diethylaniline (DEA) to rhodamine 6G (R6G)
are elucidated using complementary information from transient grating (TG) and three-pulse photon echo
peak shift (3PEPS) measurements. The data are contrasted with those obtained from TG and 3PEPS studies
in the “unreactive” solvents ethanol and dimethyl sulfoxide. New methods are employed to model these data
using nonlinear response functions expressed in terms of both solvation dynamics and reaction kinetics. A
three-level model, including a component in the response function to account for excited-state absorption, is
used to model the 3PEPS and TG data. It is also demonstrated that 3PEPS retrieves information concerning
the reaction coordinate as well as solvation information. We conclude that for R6G/DMA, rapid photoinduced
ET occurs on a time scale of ~ 85 fs and for the R6G/DEA system~ 160 fs. An excited-state absorption
contribution to the signals that we associate with back-electron transfer was observed with time constants

= 4.0 ps for R6G/DMA (15% contribution) ang = 6.9 ps for R6G/DEA (20% contribution). Subsequently,

the cooling and relaxation (i.e. ground-state recovery) occurs on a time saledf9 ps (R6G/DMA) and

7. = 50 ps (R6G/DEA). We attribute the to solvent-limited reequilibration on the ground-state free energy
curve.

I. Introduction and products compared with their energy in the gas phase (i.e.
it affects their redox properties). It can also act in a dynamic
way by exchanging energy and momentum with the reactants
to provide the impetus necessary to overcome the reaction barrier
and then enable the products to dissipate excess energy. In the
present work, we investigate a rapid ET reaction from solvent
to solute which is affected by the fastest time scales of solvation
(e.g. the ultrafast inertial respon3&¥® and we investigate the
subsequent evolution of the products. We have probed both the

Electron-transfer (ET) reactions have attracted considerable
attention as model, fundamental chemical reactions due to their
universality in chemistry and biology1® ET rates are influ-
enced strongly by the redox properties of donor and acceptor
molecules, as well as the dielectric properties of the solvent. In
some regimes, the solvation time scales are also impdrtalit.

In the present work we investigate the interplay between these

effects in a system where the electron donor is also the solvent tion Kinei dth vation d i ind two ultrafast
bath. Use of standard time-resolved techniques such aspump reaction kinetics and the s_o vation dynamics using two ultrafast
nonlinear spectroscopies: three-pulse photon echo peak shift

probe or spontaneous fluorescence decay does not always allo ; - - .
for a complete description of ultrafast electron-transfer processes\{\(sp.EPS.) and tr_an3|ent grating (TG). Both techniques cont_aln
similar information, but the 3PEPS measurement emphasizes

Fluorescence only provides information on the initially excited th vation dvnamics (i.e. fluctuations in the electronic ener
state, whereas disentanglement of the reaction kinetics from € solvalion dyna cg(.e. uctuations € electronic energy
gap caused by coupling to the solvent bath), while the TG

solvation dynamics and vibrational cooling is not always experiment emphasizes population dynamics. In combination

straighforward in pumpprobe spectroscopy. In this paper we P P pop y : S

explore the use of photon echo and transient grating spec-.these m_ethods allpw_us to resolve ’.““Ch of the dynamical

troscopies to elucidate the dynamics of ultrafast electron transfermformatIOn underplnnlqg the ET reaction.

in solution. By utilizing and extending the methodology of Yang In recent years photm_nduced mtermole_cular electron transfer
between various dyes in electron-donating solvents (such as

et al.2® we show that forward- and back-electron-transfer i ddi hvianili h b idel et Th

rates, as well as solvation dynamics, can be extracted from suctfniline and dimethylaniline) have been widely studiett>The

data. electron donor (the solvent) and acceptor (the dye molecule)
| are in direct contact, so no diffusional motion is needed to bring

Solvation dynamics plays a crucial role in many chemica th tants toaether. Thus. f tain d i .
and physical processes in the condensed pHaseRecently, he r(Tac ants ogef er. thus, or cer a|n| ""“’F’gﬁp ?tr pa'LS
there has been substantial progress in understanding chemicaf"® léctron transfer can occur extremely rapidly after photo-
excitation—for example, Zinth et a.have reported the rate of

dynamics in liquid systen®:23 In particular, the effect of . e -
solvation on the rate of electron transfer has been under intensiveET in the oxazine/dimethylaniline system to be as fast as 80 fs.

study17-19.24-26 Splvation can influence an ET reaction in two Slmr|llar observations have been reported(;‘pr rel?tid ngt% .
ways. It can act in a static sense to change the energy of reactantg1 the present paper we report our studies of the reactions
involving rhodamine 6G (R6G) in electron-donating solvents:
" This paper is dedicated to Kent Wilson, who has inspired, iluminated, N.N-dimethylaniline (DMA) andN,N-diethylaniline (DEA). We
and enriched our scientific lives. refer in these solvents as “reactive solvents”. We also report
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studies of R6G in the “unreactive solvents” dimethyl sulfoxide

(DMSO) and ethanol. ks @"/%
In reactive solvents, the following reaction occurs: ey A

+ k‘uet + |||0 “ “e GG |V|/\ DE‘ \

Figure 1. Structures of the electron donors and acceptor. Rhodamine
whereke is the rate of photoinduced ET from DMA to R6G 6G (R6G) is the electron acceptor; DMA and DEA are the donors.
(which we wrote above explicitly as its natural cationic state),
andkyet is the back-electron-transfer rate. It has been established (@)
that the ET in these electron-donating solvent systems is
approximately barrierless and proceeds much faster than the time k, k k, k, 2
scales of diffusive solvatiofr.%2° By examining both the ET
(population) dynamics and the solvation dynamics in detail, we A A [\
aim to elucidate a picture of the reaction kinetics as well as
their entanglement with solvation dynamics. =T T 0

The 3PEPS and TG data we report here contain a lot of kinetic (o)

information in addition to the contributions from dephasing and
solvation processes. This is particularly evident in the TG
profiles, which exhibit a marked contribution from a component
with negative amplitude, much like the unusual transient
absorption signals reported for some isomerization reactfofis.

We show here that it is possible to model these data successfully ©
using a simple three-level description. The third level denotes

an S, state that is involved in an,S— S transient absorption ) ) )
contribution to the signal that we find to be significant from Figure 2. (a) Pulse sequence and schematic of the peak shift

. . experiment. Three consecutive pulses with wave vectoks, &, and
both the reactant and product states. In the analysis reported in, gre separated byandT. The e(r:)ho field generated by the rephasing

the present work, the model takes the general and simple formpracess along the phase-matched direckior k. — k; is pictorially

of kinetically coupled three-level systems. The contributions to shown by the dotted line. In the experimenis scanned from negative
the third-order nonlinear response functions from excited-state to positive. The right one shows that the peak shift is half of the peak
absorption provide us with a significantly greater range of difference of the two signals (B and")B (b) Experimental beam
dynamic information than we would otherwise obtain with a geometry and the two phase-matching directins k. — ki (B) and
one-color measurement. This is because the transient absorptior'1Q k= ke (B) for the signals.

from the product state contributes to the signal for much longer The molecular structures of the dye molecule and solvents
times than the stimulated emission (this latter transition is shifted used in the present work are shown in Figure 1. The laser dye
out of resonance with the laser spectrum by the ET reaction). rhodamine 6G was purchased from Exciton Co. and was used
We use a double-sided Feynman diagram analysis to derivewithout further purification. Spectrophotometric grade (or the
nonlinear response functions describing the three different otherwise highest purity) ethanol, DMSO, DMANN-dim-
contributions to our signals: ground-state recovery, stimulated ethylaniline), and DEAN,N-diethylaniline) were obtained from
emission, and excited-state absorption. We thus resolve reactionAldrich Chemical Co. and used as received. Absorption spectra

t time T

Lens

kinetics as well as solvation dynamics. were measured using a Shimadzu thisible spectrophotom-
' . eter. Fluorescence spectra were measured with a Datamax Std.
Il. Experimental Section Fluorolog-3 fluorimeter. The rhodamine 6G solutions were made

The experimental apparatus and method of 3PEPS and TG a@n optical density of approximately 0.07 (in 0.1 mm path
have been described in detail previou¥lyA mode-locked Iength) at the absorption mjmmum. The concentration was
titanium:sapphire oscillator (Coherent Mira) was used to seed €Stimated to be around10™* M, thus avoiding interchro-

a regenerative amplifier (Coherent RegA), the resulting 50 fs mophore interaction effects. To assist solvation of rhodamine
full width at half-maximum (fwhm), 800 nm output was then G In DMA and DEA, a small amount of methanol (less than
used to pump an OPA (Coherent 9050). Nearly transform limited l%). was added. Absorption measurements showed .that such
pulses of 40 fs fwhm at a repetition rate of 250 kHz were addmgn of methanol caused no change in the absorption shape
produced. A center wavelength of 540 nm was used for R6G/ @nd width. _ o

DMA, R6G/DEA. and R6G/DMSO, while 531 nm was used The photon echo_and transient grating signals were detected
for R6G/ethanol. The laser output was split into three rectilinear " thg phase matching d|rect|orisl-.+ ka T ks andk; — ko +
beams with parallel polarizations and approximately equal Ke (Figure 2). For each population tim# of the 3PEPS
power. These were aligned in an equilateral triangle with each experiment, we scan the_ first coher_ence pemfmb_m negative

side being ca. 10 mm to enable simultaneous detection of two [ POSitive time delay while measuring the time-integrated echo
equally phase matched integrated three-pulse photon echd” the two signal dlrectlon.s. For the transient grating, werset
signals. All three beams were focused by a 20 cm focal length €9u@! to zero and scan(signals from the two channels were
fused silica singlet lens into the sample, which was circulated 2veraged). All the experiments were conducted at ambient
through a 0.1 mm quartz flow cell. A pulse energy of 5 nJ/ temperature (293 K).

beam before the sample was used for the data reported here
The experiments were also performed with energies from 3 to
15 nJ, and no differences in the form of the echo signal or the 1ll. A. Nonlinear Response Function. The line broadening
peak shift were observed. and nonlinear response are determined by fluctuations of the

[ll. Theoretical Background
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electronic energy gagiiweg, caused by coupling to the solvent (@) Locally excited  Charge transfer
bath?337-40 This introduces a time dependence ®fy for f o—
moleculei, J BT F
i e __ U ket U e j[
We(t) = [ H € + dwet) 1) — [
(e J Koot L
wherelwed s the average value of the transition frequency and g —— = } G

€ is a static offset from the average valde{ Tfor chromophore Kosr
i, which vanishes in the case of fluid solutiodwedt) gives

the dynamic contribution to the spectrum which can be described
by the transition frequency correlation functidvi(t),

(b)

2 NETRRNFTIRNEN I NCIRR AP
M(t) = Dwe0) dwe () Idw [ (2) eg °g | 7 fe fe' g
ks —

The associated line broadening function is given by g9 ce ce °° 9

'_,/ ee ee
p— t t I 1 t n k

g(t) = G [ dt, [ dt, M'(ty) — i [ dt[1 — M"(t)] (3) o kz Mol Mae| g .
1

where the site inhomogeneity on a time scale determined by 99 99 99 99 99

the dynamic range of the experiment is assumed to be negligible,
as is the case in a liquid solvent, aki{t) = M'(t) = M"(t) in ) ) )
the high-temperature lim#’ Figure 3. Three-level model (a) and the corresponding double-sided

- . Feynman diagrams (b). G is the ground state; E is the adiabatic curve
In the 3PEPS and TG measurement the integrated Slgnalsof the excited state and charge-separated state; F is the higher excited

along two phase-matched directions are detected. The peak shifbiate k., ke, andkys denote the rate of electron transfer, back-electron
is half of the difference between the signal maxima (see Figure transfer, and ground-state recovery, respectively.

2). The decay of the 3PEPS has been shown to folt)
directly when the population time is longer than the solvation the reactant region denoted by the e in Figure 3a, both of the
correlation time* In the impulsive limit the integrated photon  G—E and E-F transitions are possible for a transient time

Rgg Ree Rfe Rfe' Rge

echo signal is given by following the initial excitation. However, as the ET reaction
. proceeds, the e-state population moves along the reaction
ST,7) = fo dt |R(t,T,7)[° 4) coordinate to the charge-separated product statend if we

assume the ground-state potential is steep along the reaction

whereR(t,T,7) is the sum of the contributions from the different ~coordinate, this migration of the population blocks the stimulated
pathways and depends on the dynamical systems under studyemission (SE) occurring between the E and G levels. If the shape
as will be discussed in detail in the following section. of the free energy surface E resembles that of F, then an ESA
II.B. Three-Level Model. There are three distinct kinetic ~ contribution to the signal could persist after population of the
contributions to the signals reported here: stimulated emission,€ State. The region of the E level where the ESA is allowed
SE, excited-state absorption, ESA, and ground-state recovery Put the SE is blocked as a result of the reaction is denoted by
GSR. If only small-amplitude nuclear motions are involved in €. The transition from the e state to the state is regarded
the reaction, the time scales for the SE, ESA, and GSR would @Pproximately as the electron-transfer process.
be identical. This is probably the rule rather than the exception Upon relaxation of &(if such a process occurs), or making
and has been observed in many purppobe studies of ET  atransition to high vibrational states on the G surface via internal
reactions®! However, if large-amplitude nuclear motion is conversion, the system evolves into a “dark” state which cannot
associated with the reaction, as in twisted intramolecular charge-be probed by the laser due to a loss of resonance betwggen

transfer (TICT) behavior or isomerization reactids’* SE, and the spectroscopic transitions. We refer to the state as dark
ESA, and GSR measure different regions along the reaction simply because it cannot be probed with our laser speetrum
coordinate. Hence, the observed time scales diff&tor finite we do not imply that it does not absorb at all. Actually, for the

bandwidth laser pulses, these time scales are also very sensitivéxperimental observations made in the present work, we cannot
to the changes in the energy gaps associated with the correconclude if a dark state exists on the far product side of the E
sponding transitions between states as a function of reactionsurface or if it only corresponds to a vibrationally hot state on
coordinate. the G surface. It is known that the system in the dark state

The kinetically coupled three-level system which constitutes eventually returns to the bottom of the G surface, upon which
the three-level model is shown in Figure 3a. Following the initial the optical activity is restored (ground-state recovery, GSR).
excitation, the 3PEPS and TG signals arise from a population The third-order nonlinear optical response of the system
grating formed between the ground- (G) and excited E-state should be described properly by incorporating the kinetics of
(E) population densities. The population initially in the reactant transitions between the optically distinct states discussed above.
region e of the levels labeled E undergoes electron trarigfer ( For the purpose of simplicity, in this section we only discuss
to form a charge-separated product state Back-electron the optical response associated with the signal for the phase-
transfer eventually returns this product population to the ground matched directioii; + k, — k;, and we assume a pulse duration
electronic levels (G). If ESA to upper electronic state(s) F that is impulsively short. Note that we do not make these
overlaps spectrally with the probe wavelength, then it will also assumptions in the numerical simulations reported in section
contribute to the observed signal. IV. In our model reactive system there are five types of third-

We assume that along the reaction coordinate of the E level order processes, the representative Feynman diagrams, which
the optical properties of the system may vary. For example, on are shown in Figure 3b. In addition tByy (ground-state
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bleaching) andree (stimulated emission), which are character-
istic of the normal two-level system, we have three new
contributions. Two of themR, and Re—are associated with
the ESA processes from the e aridstates, respectively. The
last response functioRge is associated with the ground-state
recovery through the reaction cycle {e € — possible dark
state— @). The total response function is then given by

RzRgg+Ree_Rfe_Rfe’_Rge (5)

The negative sign of the last three terms arises from the odd
number of interactions with the ket and bra side of the double-
sided Feynman diagrams. Since the ET reaction does not occu
in the ground stateRyg is taken to be the same as in a normal
two-level system and contains only contributions from solvation
dynamics (i.eRyg = Rgg) Hereafter, the superscript O denotes

J. Phys. Chem. A, Vol. 103, No. 49, 19980351

this, the FranckCondon approximation (the separation of
electronic and nuclear wave functions) is invoked, and the
electronic transition moment depends only weakly on coordinate,
Q: ure(Q) ~ ure(Qo)L¥rlyxel) whereyr andye are the nuclear
wave functions for the F and E states. We expect this
approximation to have limited validity since such a separation
is inappropriate for large-amplitude motion on a reaction
coordinate connecting reactants and products. First, the elec-
tronic transition moment must depend on (reaction) coordinate:
ure(Q) = ure(Qo). This is clear if we consider the reaction to
be adiabatic and that the pure locally excited (LE) state has a
different transition moment magnitude £) than the pure
'charge-transfer (CT) stateds). At all coordinates, the electronic
wave function can be written as a linear combination of LE
and CT configurationsWe = ¢;W g + c,;Wcr. For the reactants,

C1 > Cp, Whereas the product state has< c,. Hence ure(Q)

that a separation between solvation dynamics and kinetics has;hanges smoothly fropa e to ucr along the reaction coordinate.

been made.

Second, we do not know whether the upper excited state F is a

Since the ET reaction transfers the population from the e stategjngle electronic state or a manifold of electronic states which
to the é state, the other pathways associated with the populat|on are resonant with the laser spectrum. We cannot realistically
on the E surface should be properly scaled according to the 5qqress these issues quantitatively in the present work. The
respective population kinetics. For simplicity, Markovian popu- actor o exp(—T/zp) in the response function associated with
lation kinetics are assumed in the present work. We obtain the ihe ESA is intended to represent these effects in an ad hoc
response function responsible for SE on the e state as fashion.

The Rye pathway describes the return of the population from
Ree ™ Rge exp(-Tiz,) (6) the excited-state e to the ground-state g. If we ignore the nuclear
. . iy . history effectO (the imaginary part ofi(t)), and the rate limitin
wheret, is the time scale of the e € transition (lifetime of y ( ginary part o§(1) 9
the e state), which could be assigned as the ET time. The

step is the transition from the dark state to the optically active
Lo . round-state iven by the rate constiggt~ 1/z¢), we obtain

contribution of the ESA on the e state should also decay with g 9( y lagi~ 1frc)

the lifetime of the e statex

Ryg — Rge & Roexp(-Tizo).
R, ~ Ry, exp(-T/,) @)

Finally we obtain an approximate expression for the response
To describe the depletion of the ESA on the state, we

function
introduce another time scalg which is associated with the
transition from the ‘eto the dark state (i.e. involvingye; cf.
Figure 3). Considering the input and output of tHestate
population, we obtain

R~ R
The first term describes the contribution from the excited-state
population when the probe pulse generates-e&EGoherence
prior to ET (stimulated emission, SE). The second term accounts
for a signal arising from the creation of an-E coherence (i.e.
ESA) at any point along the excited-state reaction coordinate
(before or after ET). The final term describes the ground-state
contribution, which is essentially indicative of solvent fluctua-

The time scale, may also contain information on the dynamics tions, but diminishes with the rate of ground-state recovery
of spectral diffusion on the product side of the E surface. The (GSR). If there was no ET reaction or ESA, than= R}, +
response functiong?, andrS, will have rephasing capability if ~ Ree (Which is the usual expression describing solvation dy-
the fluctuations of the ge transition energy gapey are namics).

correlated to those of the/(e)—f transition energy gapere By consideration of this three-level model, we expect to see
(wre); in which case the third-order process associated with the @ rise in the transient absorption and transient grating data if
ESA will give echo signals. If the fluctuations are uncorrelated there is an appreciable contribution from the excited-state
with each other, then free induction decay (FID) will be absorption to the signal, and the reaction coordinate is character-
generated by the ET. If we assume that< 7, (we believe ized by large-amplitude nuclear motion (i@.> 0 andz, =

this to be the case for the present system), the sum of the twoZc). The peak-shift measurement is sensitive to correlations

T/Za _ ae&)e,e—-r/‘[b + %ge—-r/fc (10)

-1
T

Rfe’ ~ R?e’ -1

Ta

*T/‘[b _ *T/Ta]

e e (8)

-1
— -L—b

response functions associated with the ESA becomes between the fluctuations on different regions of the potential
Thus, the peak-shift decay dynamics depend on the correlation
which means thaty, is indicative of the time scale for which  In the case where those fluctuations are perfectly correlated,
We can separate out a scaling faatofrom R& to account

energy surface (which, in turn, are connected by population
Re+tRe=RLe ™+ R, —R,)e " kinetics), because it measures the rephasing ability of the system.
~ R, e ™ 9 between fluctuations associated with the ground-state absorption
transition and those for the excited-state absorption transition.
ESA persists on the E surface. We suggest that this is mostlythe signal is scaled by the population dynamics and the peak
representative of the time scale for back-electron transfer.
for the difference in the magnitude of transition moment between
ground-state absorption (GSA) and ESR%,~ aR.. To do

shift resembles that of the normal two-level system. In contrast,
when fluctuations are uncorrelated, tRg contributes a free
induction decay (rather than an echo) to the total signal. Then,
because of the negative prefactor, a larger peak shift is expected
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Figure 4. Absorption spectra of R6G in DMA (filled diamonds), DEA
(gray circles), DMSO (open triangles), and ethanol (open circles).

Xu et al.

in the reactive solvents and hence larger coupling strengths to

the electronic transitioP?.51 Thus, the absorption spectrum will

exhibit enhanced vibronic structure and broadening, as we have
observed. This is supported by the 3PEPS data reported below,

which is a more sensitive probe of line shape. Such an

observation highlights the interplay between the setgtavent
interaction and ultrafast dynamics of the excited-state ET
reactiont’ The red side of main absorption band of R6G/DEA
has a long tail which may be due to the formation of a charge-

transfer complex.

The strong fluorescence emission of R6G in DMSO and
ethanol solvents was observed to be almost completely quenched
in DMA and DEA solvents. Thus, the excited-state population
is removed to a dark state by some process, which we attribute

to electron transfer from solvent to solute. The measured lifetime

of R6G is approximately 4 ns in various alcohol solvets.

Yoshihara et al.reported an excited-state lifetime of less than

at short population times, followed at longer population times
by a return to the “normal” level (i.e. consistent with the two-
level model) concomitant with repopulation of the ground state

6 ps for R6G in DMA (within the instrument response of their
picosecond fluorescence up-conversion experiment). In this
paper we show that the excited-state lifetime of R6G &5 fs

(i.e. loss of excited-state population and its associated absorp{, pMA and ~160 fs in DEA.

tion).

The separation of the response functions from population
kinetics in eq 10 (i.eR — RO exp(—T/t;)) is based on the work
of Onuchic et al"#8They describe a two-coordinate model such
that one coordinate represents the solvation dynamics and
another coordinate describes the ET reaction coordinate. Thes
workers sugge$t+8that such a decomposition can be justified
by assuming that the signs of the coupling constants between
the bath oscillators and the electronic transitions are random
and/or that the same bath mode is rarely coupled to both
coordinates. In such a case, a separate spectral density may b
associated with each coordinate. Moreover, in the present work

we observe that the dynamics along the ET coordinate are much

faster than those along the solvation coordinate, probably due
to the involvement of many intramolecular modes in addition
to the high-frequency polarization of the bath. Onuchic ét-.
have shown that in such a case the rate of ET depends only o
the ET coordinate.

The experimental observations reported in our work suggest
that the fluctuations of theey and wre electronic energy gaps
are uncorrelated. This can be understood by extending the
arguments presented by Onuchic and co-woféfso four (or
more) states, each with different coupling constants to the bath
oscillators. Then one expects the fluctuationsvef, weg, Wre,
and wse to be uncorrelated because the signs of the coupling
constants are random and/or the same bath mode is rarel
simultaneously coupled to all coordinates. In other words, each
electronic transition is coupled to a bath of many oscillators
that are independent under the assumption of linear response

IV. Results and Discussion

IV.A. Steady-Sate SpectroscopyAbsorption spectra of
rhodamine 6G (R6G) in different solvents are shown in Figure

IV.B. Transient Grating Measurements. In transient grating
(TG) spectroscopy, two pump pulses create population density
in the excited state and a hole in the ground-state population,

thus forming a spatial population grating in the sample. The
third (probe) pulse is scattered off this grating into the Bragg

ngle, and its integrated intensity is detected. The grating is
destroyed by solvation and population kinetics. For long excited-
state lifetimes (e.g. nanoseconds) and in the absence of
photoinduced reactions, the TG signal reflects the same solvation
dynamics as the peak shift measuren®&tG is a homodyne
Getected method, so the measured signal is the time-integrated
modulus squared of the third-order polarization.

Figure 5a shows TG data for R6G in various solvents. It is

evident that for nonreactive solvents the signals only decay to
~30% of the maximum signal within 50 ps. In contrast, the

rsignals for reactive solvents decay almost to zero in 50 ps.

Furthermore, the initial decay is much faster in the reactive
solvents than nonreactive solvents. We fit the transient grating
data with a sum of exponentials for time delays longer than 60

fs (i.e. outside the pulse autocorrelation) to avoid contributions
to the signal from nonrephasing diagrams and the ultrafast

inertial solvent respons&.The results are summarized in Table
1. For nonreactive solvents, the time constants obtained from

the fits, when multiplied by 2, are in good agreement with the

)

ime scales determined from the 3PEPS data, confirming that
ransient grating and peak-shift measurements reflect the same
solvation dynamics. However, for the reactive systems, the
excited-state population propagates to a third state after the initial
excitation. In addition to the very fast decay and long time slow
decay components, we find that a component with negative
amplitude (rise) is required to fit the data. This kind of transient
rise profile cannot be simply explained as the delay time

suggested by models based on diffusion to a $iffurthermore,

4. The absorption maximum is blue-shifted in ethanol compared the short time-scale component is shorter than that for the
to and DMA and DMSO. The absorption maxima of R6G in Nhonreactive systems, even though ethanol and DMSO have
DMSO, DMA, and DEA are very similar. We note, however, shorter solvation time scales than DMA and DE®R>The time

that the vibronic shoulder is enhanced in DMA and DEA scales of the slow decay processes, however, are quite similar
Compared to ethanol and DMSO and the Spectra of R6G in theto the slower diffusive solvation time scales revealed by the
electron-donating solvents are slightly broader than in the Peak-shift measurement as well as those measured by other
nonreactive solvents. We attribute this to a larger total coupling techniques:—>°

strength [A200in the reactive solvents as compared to the  Usually population kinetics are convoluted with solvation
nonreactive solvent¥. Vibrational modes that are coupled to dynamics; however, by assuming that the solvation contribution
the reaction coordinate are likely to have larger displacementsto the TG signal for DMA is approximately the same as that



Ultrafast Photoinduced ET Reactions J. Phys. Chem. A, Vol. 103, No. 49, 19980353

T T T T T T T T T T T T T T

1.0 16

. _
7 —o— R6G/Ethanal | ]
< 3 —— R6G/DMSO )
o I ) —— RBG/DMA T
£ “:‘-,10 RBG/DEA
T 4 froms
g =
©
: :
Q n_ 5 3
Z

0'0_ "\4‘—V—x

Population time (ps) S S S
0 200 400 600 800 1000
Population Time (fs)
>
-‘5,’ Figure 6. 3PEPS data for R6G in DMA, DEA, DMSO, and ethanol
S 0.8 1 solvents.
hd
£ TABLE 2: Fits of Peak-Shift Profiles for R6G in Various
3 Solvent$
N
= 041 Al T, fs A 1, fs As T, ps As T4 PS
E I ethanol 0.75 15 0.12 251 0.07 336 0.06 28.1
§ i DMSO 0.62 14 0.22 105 0.11 231 0.05 62.0
[ DMA 0.47 38 0.22 148 0.20 0.57 0.11 205
0.0 ' ' ; y DEA 069 31 010 225 0.07 320 0.14 519

2 30 40 50
0 10 0 a The fitting function is a sum of four exponentials with normalized

Population time (ps) amplitudesA; and decay time constants #(T) = 3i A exp(-T/z).
Figure 5. (a, top) Transient grating data for R6G in DMA, DEA, At long times only, the fit is approximately proportlonal_mn), v_vhlch
DMSO, and ethanol solvents: (filled diamonds) R6G/DMA, (filled Enables thes andz, components to be used as a starting point for the
circles) R6G/DEA, (open inverted triangles) R6G/DMSO, and (open simulations (Table 3).
circles) R6G/ethanol. (b, bottom): TG signal for R6G/DMA divided

by that of R6G/DMSO. A clear rise and decay profile is obtained. IV.C. Peak-Shift Measurements.An advantage of the peak
. . ) ) . shift measurement is that both time scales and amplitudes can
;I'/ABLE L r'ts of Transient Grating Profiles for R6G in provide dynamic information. For example, the initial value of
arious Solvents the peak shift is determined largely by the total coupling strength
AL 2n,fs A2 2tz ps  As 213, ps between the electronic transition and the bath (higher total
ethanol 051 250 0.20 26 0.29 36 coupling strength leads to a lower initial peak shift), while the
DMSO  0.60 265 0.19 3.0 0.20 32 asymptotic peak shift is an incisive probe of the long-time
DMA 0.57 150 —0.39 9.7 0.82 21 inhomogeneity?3-38

DEA 0.50 200 —0.67 14.9 1.16 34 Figure 6 shows 3PEPS data measured for R6G in ethanol,
aFits begin atT = 60 fs. The fitting function is a sum of three DMSO, DMA, and DEA. We begin by analyzing the peak shift
exponentials with amplitude& and decay time constants I(T) = data using a two-level model in order to retrieve approximate
A expTi). decay time information. For an initial, crude analysis of the data,

we simply fit the 3PEPS data with a sum of exponentials. Table

for DMSO, we can obtain an approximate separation. Thus, by 2 summarizes the results of such fits to the peak shift data for
dividing the transient grating data of R6G in DMA by that for R6G in different solvents. At long population times the peak
R6G in DMSO, we obtain an approximate picture of the shift follows the transition frequency correlation functibft),
population kinetics (Figure 5b). Here we can see a clear rise so these fits are useful for obtaining approximately the two
and decay, although, to quantify these dynamics, we must turn picosecond time-scale components arising from diffusive solvent
to a more detailed model. motion (3, 74). These components are comparable to the

Quantification requires inclusion of the excited-state absorp- solvation time scales obtained by other work&%:55 The
tion contribution to the signal. The excited-state absorption shortest time scalesy( 7») do not correspond directly to the
(ESA) of R6G in ethanol has a maximum at 440 nm and time scales in the underlying correlation function. Simulation
submaxima at 400, 530, and 565 nm. The stimulated emissionis needed to retrieve this short-time information.
efficiency is observed to be much smaller than expected due to Table 3 summarizes the results of such simulations using a
ESAS5758The absorption spectra of R6G/DMA and R6G/DEA pulse duration of 40 fs. Coherently excited vibrational modes
in basic solution also show strong structureless absorption in are included explicitly in the simulation for nonreactive solvents.
the region between 400 and 580 nm (probably associated withFor the reactive solvents, we used a Gaussian function as an
the absorption of the radical R&GHence, to explain the rise  approximation since the vibrational beats were not well-resolved
in the signal in terms of ESA, we need the three-level model in those data. The inertial motion was represented by a critically
which we described in the previous section (eq 10). To elucidate damped Brownian oscillator, with a frequency of-680 cnT™.
the reaction kinetics, we need to use that model to simulate theThe diffusive motion was represented by two different expo-
TG data, accounting for both solvation and population dynamics nential contributions taM(t). Two diffusive picosecond time
contributions. We first analyze the peak-shift data to obtain the scales were obtained as 1.1 and 26 ps in DMA and 3.2 and 52
solvation information. ps in DEA. Previous work gave 3.8 and 24.6 ps for DMA and
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TABLE 3
(a) Simulations Parameters of Peak-Shift Data for R6G in Various Solvents Based on Two-level System Solvation model

gaussiah Brownian oscillator exponentials

solvents  Agcmt tg, fs Ap, et wp, cnTt Vb, CITL A, et 71,pS Az cmt 72,pS Az cmt 73, PS

DMSO 155 30 120 80 160 100 2.50 20 30 15 200
ethanol 180 30 75 75 150 50 3.55 25 33.6 20 300
DMA 115 40 130 65 130 80 1.70 35 26
DEA 200 50 120 80 160 42 3.20 85 52
(b) Vibrational Modes Used in the Simulation of Peak-Shift Data for R6G/DMSO and R6G/Ethanol.
mode 1 mode 2 mode 3 mode 4

A, et 60 15 15 10

w,cm?t 611 402 224 163

7, fs 50 400 650 500

a Additional Gaussian component to compensate for the interference of the unknown modes. For R6G/DMA and DEA only this Gaussian is
used.” The inertial contribution is modeled as a Brownian oscillator with reorganization engrdseguency ¢), and dampingy). ¢ The exponential
contributions are represented by reorganization energgr(d decay timer. ¢ Using an analysis based on the three-level model, we obtain better
estimates of these solvation times;: = 3.2 ps;7, = 30ps.© The vibrational modes are represented by damped cosine functionstaxp¢ost)
with reorganization energies All the phases are approximately zero.

TABLE 4: Summary of the Parameters Obtained from the 1 ’ "
Three-Level ModeP z
solvents Ta fS Th, PS T, PS a §
DMA 85 4.0 19 0.15 =
DEA 160 6.9 50 0.20 8
aTher; anda are those associated with eq 10. §
(=}
4

4.1 and 36.9 ps for DEA, respectivétyA detailed analysis of , .
the 3PEPS data requires a three-level model, as examined in 0 10 20 30

i Population ti
section IV.E. e ,ortuélllclmllnllel(p?)' _

IV.D. Three-Level Model Analysis of the TG Data. To ] b)
simulate the TG data according to the three-level model, we ( ) ]
first obtained good estimates of the SE, ESA, and GSR times
of eq 10: 7, 7, and . by fitting the square roét-38 of the
signal to a sum of exponentials. A more rapid decay of the TG
signal is evident during the first 100 fs for the reactive systems
compared to the nonreactive systems that we attribute to the
ET dynamics. However, this decay is within the coherence 01 . - - o
period and cannot be resolved directly, so we concentrate on Population time (ps)

fitting the signal after the first 60 fs. For longer population times,

the decay of the signal is dominated by population kinetics, Figure 7. Simulations and experimental data (open circles) for transient

which allowed us to obtain, independently by fitting the tail ~ 9rafing measurements of (a) R6G/DMA and (b) R6G/DEA. The
f the si | Th It llected in Table 4 simulations (solid line) are based on the three-level model with
orthe signal. These results are collected in fable 4. uncorrelated fluctuations between ground-state absorption/stimulated

In eq 10, the GSR kinetics are approximated as a single emission and excited-state absorption: 15% ESA for R6G/DMA and
exponential. In fact, we considered the exact kinetic model for 20% R6G/DEA. Simulations without ESA, but including ET (ice=
the simulations shown in Figure 7. The kinetic time scales were 0 in €qg 11) are indicated by the dashed line. The simulated curves
obtained from the fitting of the TG data, amit) is determined ~ Nave been scaled by a factor fl.5 in order to assist comparison

. . with the experimental data. This is because we have not accurately

from the 3PEPS measurement. For DBA() is taken directly  gjnyjated the first 60 fs of the signal.
from the two-level model (Table 3) since it is a very similar to
the solvation times reported in the literattfrand the peak shift  regpectively. This is comparable to other work for similar
in DEA is quite similar to thatin DMSO and ethanol. However, mqlecules: 80 fs was reported as the electron-transfer rate for
the peak shift in DMA is distinctly different from the nonreactive oxazine-1/DMA8 and 160 fs was reported for nile blue/DMA.
solvents, and the time scales lit) obtained from the two-  \ye expect the, times obtained from our analysis to provide a
level fit are quite different from those reported in the literaftfre.  reasonable representation of the time scales of electron transfer
The three-level model is used to obtain a more acWtgfor iy RG/DMA (85 fs) and R6G/DEA (160 fs). Since we fit the
DMA as discussed in section IV.E. We simulated the TG data gata only from 60 fs, the fit provides only an estimate for the
with and without ESA. We found that introduction of a-15  actyal ET rate, particularly for R6G/DMA. We note that the
20% contribution from ESA significantly improves the fit of  amplitude of the initial fast decay in the simulation results is
the TG data in both DMA and DEA. slightly larger than in the experimental data. We attribute this

According to the three-level model, the three time-scales  to limitations of our model in simulating the first 60 fs of the
7y, and 7. obtained from this analysis correspond to the signal. We assume an incoherent electron-transfer mechanism;
stimulated emission lifetime, the excited-state absorption life- that is, the ET does not influence the signal during the coherence
time, and the ground-state recovery time, respectively. We obtainperiod, and the ET kinetics (during the population period) are
a SE lifetime of 85 and 160 fs for R6G in DMA and DEA, Markovian. However, the very rapid ET rates we obtained

Normalized intensity
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suggest that neglect of the reaction during the coherence period 8
may not be a good approximation. Such rapid rates can lead to 1 T ETwiShESA. mwrelatad
decay of the population grating even at “zero” population time 6 - — ETwioESA

—a- - Normal 2-level system

as a result of the finite pulse duration, giviRg{T = 0) < Rge
Such rapid forward ET rates suggest that the reaction is likely
to be barrierless and the nuclear reorganization energy is small.
In this case the ultrafast inertial solvation dynamics may play

Peak shift (fs)
N

a key role in the reaction coordinate and in dissipating excess 21

energy}’ The charge recombination process, on the other hand, \
should be an inverted region process due to the energy gap 0+
between the charge-separated state and the ground state. In this 100 1000 10000

case the small FranekCondon factors make the rate com-

mensurately slower. Fi 8. 3PEPS simulati based on four diff t models: (i)t
. . . igure 8. simulations based on four different models: (i) two-
The ESA lifetimes and GSR times obtained from our level system; (ii) three-state electron transfer without excited state

simulations are 4.0 and 19 ps for R6G/DMA and 6.9 and 50 ps apsorption; (iii) three-level electron-transfer model with 15% excited-
for R6G/DEA. On the basis of the simple picture described in state contribution (fully correlated fluctuations); and (iv) model iii with
the previous section, if ESA contributes to the signal for the uncorrelated fluctpations (leading to free inductio_n decay). In each case
entire lifetime of the charge-separated state, and the populationthe M(t) specified in Table 4 was used together with 40 fs fwhm pulses.

returns to the ground-state potential surface (G) directly, then tate population underaoes a large Stokes shift by virtue of the
Tp represents the lifetime of the charge-separated state and thug pop 9 9 Y .
electron transfer reaction. Hence, the GSR process involves

gives an estimate of the back electron transfer rate. The values~.~ " L A
for 7, that we have obtained are comparable to the back-electron-s'gn'f'cam reequu|bra_t|on of the S0 vent polqnz_atm_n after back-
transfer rate of 3.8 ps reported for oxazine/DMA by Zinth and electron transfer. Th|s process involves dlSSlpatlon of excess
co-worker8 from pump probe measurements. Similarly, Yoshi- '_thermal energy, but is rate-limited by the solvation time scales,
hara and co-workers reported back electron transfer rates of 47mf Ckl]osg analc_)gy tolflme-g_(fetp_endelnt qucI)resence measurements
ps for oxazine-1/DMA® and 4.0 ps for nile blue/DM® by of the dynamic Stokes shift in polar solvents.

; . . IV.E. Three-Level Model Analysis of the 3PEPS Dataln
probing the dynamics of the charge-separated state directly. a solvated two-level system, the total signal has contributions

Itis conceivable, however, that the charge-separated state doegm ground-stateRy,) and excited-stateRby response func-
not return to the original ground state directly, thus introducing {jons “as well as the interference between the two that derives
a delay time prior to the ground state recovery. For example, from the imaginary part ofi(t). The imaginary contribution is
the compact ion pair of the charge-separated state may dISSOCIat%Sua"y minor at room temperature unless the reorganization
prior to back-electron transfer and in this process affect the ESA energy is particularly large. In a reactive system, the excited-
contribution to the signal (e.g. shift it out of resonance with the g5t population and therefore the contributioRgfis removed
laser spectrum). Since the product state is expected to be fafy electron transfer to the charge-separated state. Hence, the
from equilibrium immediately after formation, itis also possible = contributions from the excited-state population and the interfer-
that relaxation to a precursor state occurs prior to the back- gnce term are lost. This has the effect of increasing the peak
electron transfet::52 In this case, there may be a delay time gpft 20.70 The higher peak shift observed for R6G in DMA
after the po.pulation. is removed from the excited state, before compared to DMSO for population times in the region of 50 fs
the population begins to relax back to ground state. As an 4 hyndreds of picoseconds could therefore suggest a smaller
alternative, or in addition, the spin-pairing in thestate may contribution from the imaginary part of(t) owing to the
be changing due to hyperfine couplirfgs® It is also possible  removal of the excited-state population fromgresonance by
for such a delay to arise if the hole formed on the DMA (or the electron-transfer reaction. This is illustrated in the simula-
DEA) donor molecule migrates to another solvent molecule prior tjons of the 3PEPS data shown in Figure 8. In this figure, the
to back-ET. Such a process is akin to spatial diffusion of the normal two-level system simulation reflects only solvation
radical cation and anion molecules away from a compact ion gynamics. Addition of the ET contribution to the total response

Population time (fs)

pair geometry, as has been reported previobisty**® The  fynction has two effects. First, the peak-shift decays more
single-wavelength data reported in the present work cannotrapidly at early times €60 fs) due to the effect of finite pulse
answer these questions in detail. duration (as discussed in ref 19), after which it plateaus, thus

If we assume thaty gives the approximate time for back leading to a higher peak shift over the intermediate time regime
electron transfer, them. must define a time scale related to than the two-level system.
relaxation on the ground-state surface associated with solvation When the three-level model is used to simulate the 3PEPS
after curve crossing. This is often said to involve “cooling” of data, an imperfect correlation between the nuclear dynamics
the hot ground state. This process involves relxation of both associated witlwse andwegalso contributes to the higher peak
intramolecular and intermolecular (i.e. solvent) modes. The shift in the intermediate population time region via the ESA
relative amplitude of the two contributions are not obviously a contribution to the signal, due to the negative contribution to
priori, but given the charge separation in the intermediate statethe response function from the corresponding FID signal. The
and the similarity of the time with the slowest componentin  results of simulations exploring this point for two limiting
the peak shift datathe diffusive solvation timewe suggest situations-fully correlated and uncorrelated fluctuationsaf
that thez. times we report for DMA (19 ps) and DEA (50 ps) andweg—are also shown in Figure 8. For this small contribution
correspond to an observation of spectral diffusion on the of ESA (15%) to the overall signal, it is difficult to notice
nonequilibrium ground-state free energy surface. Similarly, a significant differences in any of the simulations that include
time-scale characteristic of diffusive solvation was observed in ET. Simulations with larger contributions of the ESA signal
fluorescence upconversion studies of the nile blue/DMA sys- showed that models with only ET (i.e.= 0 in eq 10) could
tem80 In the R6G/DMA and R6G/DEA systems the excited- not be differentiated from those including ESA if the fluctuations
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10 vibrational frequency in all cases studied. The minimum of the
dip position is 59 fs for R6G in both DMSO and ethanol

solvents. However, the amplitude of this dip is markedly larger
in the reactive systems than in the nonreactive systems with
the minimum being at 53 fs in DMA and 56 fs in DEA,

respectively. This suggests that the coupling of the electronic
transition to this vibration is larger in the reactive solvents than
the nonreactive solvents. Intramolecular reorganization along
oo 1000 10000 the reaction coordinate may thus involve this mode, which is
in accord with the different vibronic intensity of the corre-

Population time (fs) R . . .
Ei 9. Experi | 3PEPS data for R6G/DMA and th sponding band in the absorption spectra for the reactive solvents
igure 9. Experimental ata for and the corre- o 45 the nonreactive solvents (Figure 4).

sponding simulation based on the three-level model. The parameters
used are as follows: inertial part is represented by a nearly critically )
damped Brownian oscillator with coupling strength/frequency/damping V. Conclusions
of 170 cnT%/60 cnT%/130 cnT! and two exponential components with

Peak shift (fs)

coupling strength and time scales of 45#(8.2 ps) and 20 /(30 Transient grating (TG) and three-pulse photon echo peak shift
ps). An additional Gaussian component (coupling strength, 65;cm  (3PEPS) measurements were used to investigate ultrafast
time scale, 30 fs) was used to represent the vibrations. electron transfer in R6G/DMA and R6G/DEA electron-donating

solvent systems. A purpose of the present investigation was to
ask whether 3PEPS probes aspects of reaction dynamics that
would otherwise be obscured by population dynamics or lack
of sufficient time resolution. New methods were employed in
order to model these data using nonlinear response functions
expressed in terms of both solvation dynamics and reaction
kinetics.

o poomu There are three distinct dynamical contributions to the signals
—o— R6G/DMSO ] reported here: stimulated emission, excited-state absorption, and
—o— R6G/Ethanol | ground-state recovery. We have found that by modeling the
dynamics of ultrafast electron transfer from solvent to solute in

) L the R6G/DMA and R6G/DEA systems using nonlinear response
0 100 200 300 functions derived from the three-level model, Figure 3, we could
obtain a large dynamic range of kinetic information in addition
] ] o o to the details of solvation dynamics. Even though the initially
F'Ql’“’etslo-DEA‘;f\‘oD"githD"’arssgs ;’r?dp‘é't?]tgglt'r&gtgfﬁ:g‘e? g'rﬁgirerf‘ér generated excited state decayed rapidly (via ET) to a product
solvents: , , , . . . . o
the reactive solvents compared to the nonreactive solvenrt)s. P that gave no stimulated emission signal ‘Tﬂ our_excitation

wavelength, and therefore contributed no excited-state response

of the wre andwegenergy gaps were fully correlated. However, functi_on _in the usual manner, we were able to mo_nitor the
when the fluctuations were uncorrelated, the negative FID reaction in the product region of the surface via excited-state
contribution to the response function increased the peak shift@bsorption. This enabled us to retrieve kinetic information over
for the intermediate time scales. In Figure 9 we compare a @ larger range of time scales than would otherwise be possible
simulation based on the three-level model with a 15% FID ESA With a one-color measurement. Similarly, Bagchi et*al.
contribution (i.e.o. = 0.15 in eq 10) with the peak shift data concluded for barrierless reactions that fluorescence studies
for R6G/DMA. The two solvation time scales obtained are 3.2 Measure population decay from a small part of the excited-state
and 30 ps, which are now similar to those reported for DMA surface and are sensitive to population relaxation on this surface,
(3.8 and 24.6 ps¥: in contrast to those obtained from analysis While GSR and ESA provide information on the population sink
of the data using a two-level model. The kinetic parameters between excited state and ground state. Furthermore, by
used in these simulations were obtained from analysis of the cOmbining the TG and 3PEPS methods, we also obtained

70

Echo width (fs)

Population time (fs)

TG data, as described in section IV.D. detailed information on the solvation dynamics and their
IV.F. Coupling of Electron Transfer to High-Frequency entanglemen.t with the ET reaction. _

Vibrations. It is possible that the extremely fast ET couplesto ~ Two coordinates are often associated with electron-transfer

high-frequency vibrational motio#?."172Zinth et al® reported reactions. One corresponds primarily to intramolecular con-

that ET dynamics in the oxazine/DMA system are modulated figurational and frequency changes between the reactant and

by an aromatic ring breathing mode of ca. 600én@65 fs product states, where as the other corresponds to the solvation

period). A strong 611 cmt mode has been observed in a coordinate. The analysis reported in the present work using the
resonance Raman study of R6G in methdAblle might expect three-level model suggests that the solvation process and the
to see indications of this as differences in the coherently excited ET reaction can be considered to be essentially independent of
vibrational wave packets in the peak-shift data for the reactive €ach other in this system, despite the rapid kinetics of the
system compared to the nonreactive systems. Inspection of theeaction.

R6G/DMA peak-shift data (Figure 6) reveals oscillations at early ~ The rate of ET is much faster than the rate of back-ET in the
times, which correlate with a strong quantum beat in a plot of Systems we are studying, which means that the macroscopic
echo width versus population period. This dynamic narrowing grating in the sample is preserved even after ET. Thus, we
of the width of the echo signal is seen clearly as the dip in the observed a signal from the gg pathway until such a time as the
plot of echo fwhm versus population time, Figure 10. This dip hole in the ground-state population density was destroyed by
appears at the same population time for both reactive andback electron transfer and cooling. We modeled thi®Rgs—
nonreactive systems, suggesting that it is modulated by the saméRye ~ Rgg exp(—T/ze). Thus, the rate of GSR is defined ly.
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